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Table S6. The metrics results of performance between LLMs and humans.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Studies** | **Applications** | **Data Information** | | **Performance** | | | | | | | | | | | **Conclusion** |
| **Sample size** | **Evaluation of Professional group(s)** | **Models &Human** | **Metric 1 &Performance** | | **Metric 2 &Performance** | | **Metric 3 &Performance** | | **Metric 4 &Performance** | | **Metric 5 &Performance** | |
| 1 | suicide detection and classification | 460 patients | Psychiatrists and psychologists | GPT-4 | Accuracy | Data 1a: 0.67 Data 2: 0.64 Data 3: 0.61 Data 4: 0.60 | Sensitivity | Data 1: 0.62 Data 2: 0.84 Data 3: 0.46 Data 4: 0.74 | Specificity | Data 1: 0.71 Data 2: 0.51 Data 3: 0.71 Data 4: 0.51 | Precision | Data 1: 0.60 Data 2: 0.54 Data 3: 0.48 Data 4: 0.48 |  | | Overall outputs: GPT-4=average clinician (almost) |
|  |
|  |
|  |
| Human | Data 1: 0.70 Data 2: 0.75 Data 3: 0.66 Data 4: 0.71 | Data 1: 0.53 Data 2: 0.59 Data 3: 0.40 Data 4: 0.46 | Data 1: 0.82 Data 2: 0.86 Data 3: 0.82 Data 4: 0.86 | Data 1: 0.70 Data 2: 0.77 Data 3: 0.50 Data 4: 0.69 |  |
|  |
|  |
|  |
| 2 | Supporting the clinical treatments and interventions | 50 sets of clinical vignettes | Experts and prescribing clinicians | GPT-4  with guideline knowledge | Top 1b | 50.80% | Top 3 | 84.40% | Top 5 | 94.90% | Poor choice | 12.00% | Cohen’s kappa | 0.31 | GPT-4 with treatment guidelines > GPT-4 > Human |  |
| GPT-4 | 23.40% | 72.40% | 90.60% | 10.80% | 0.09 |  |
| Human | 23% | 49% | 58.40% | 22% | 0.07 |  |
| 3 | Develop chatbots for assisted therapy | 100 patient consultation samples and 239 questions | Chief physicians | ChatGPT-4 | Relevance | 3.75 | Accuracy | 3.73 | Usefulness | 3.4 | Empathy | 3.64 |  | | Usefulness: Human>LLM empathy: LLM>Huma, particularly ChatGPT-4 |  |
| ERNIE Bot | 3.41 | 3.52 | 3.05 | 3.11 |  |
| Human | 3.69 | 3.66 | 3.54 | 3.13 |  |
| 4 | Supporting the clinical treatments and interventions | 8 vignettes,  each repeated 10 times | Primary care physicians | ChatGPT-3.5 | Treatment recommendations for mild depression | Treatment 1c (95%) Treatment 1 + Treatment 2 (5%) | Treatment recommendations for severe depression: | Treatment 1 (28%) Treatment 1 + Treatment 2 (72%) | Pharmacological approach | Drugs 1 (74%) Drugs 1 + Drugs 2 (26%) |  | |  | | Precision： GPT-4>GPT-3.5 >Primary care physicians pros of LLMs: no discernible biases related to gender and SES |  |
| ChatGPT-4 | Treatment 1 (97.5%) Treatment 1 + Treatment 2 (2.5%) | Treatment 1 + Treatment 2 (100%) | Drugs 1 (68%) Drugs 1 + Drugs 2 (32%) |  |
| Human | Treatment 1 (4.3%) Treatment 2 (48.3%) Treatment 1 + Treatment 2 (32.5%) None of treatments (14.9%) | Treatment 1 (NR) Treatment 2 (40%) Treatment 1 + Treatment 2 (44.4%) None of treatments (NR) | Drugs 1 (17.7%) Drugs 2 (14.0%) Drugs 1 + Drugs 2 (67.4%) None of drugs(9%) |  |
| 5 | Emotion interpretation | 36 photos; 20 questions | the general population | ChatGPT-4 | RMET Scores | 1st evaluation:26 2nd evaluation:27 | LEAS Scores | Total: 97 MCd: 79 OC: 77 |  |  |  |  |  |  | RMET Scores: ChatGPT-4=Human>  Google  Bard LEAS Scores: ChatGPT-4>Google Bard>Human |  |
|  |
| Google  Bard | 1st evaluation:10 2nd evaluation:12 | Total: 97 MC: 79 OC: 75 |  |  |  |  |
| Human | Mean:26.2 | (French  Men/Women)  Total: 56.21/58.94 MC: 49.24/53.94 OC: 46.03/48.73 |  |  |  |  |
| 6 | Supporting the clinical treatments and interventions | 19 OCD vignettes,  7 control vignettes | APA members,  primary care physicians,  doctoral trainees in psychology,  medical providers,  clergy members | ChatGPT-4 | Diagnostic accuracy | 100% |  |  |  |  |  |  |  |  | ChatGPT-4>Llama 3>Gemini Pro>Human |  |
| Gemini Pro | 93.80% |  |  |  |  |  |  |  |
| Llama 3 | 94.70% |  |  |  |  |  |  |  |
| Human | Group 1e: 61.6% Group 2: 49.5% Group 3: 81.5% Group 4: 41.9% Group 5: 35.5% |  |  |  |  |  |  |  |

aData1: SI with plan at intake (n=140) versus no SI with plan (n=200) and Chief complaint text only; Data2: SI with plan at intake (n=140) versus no SI with plan (n=200) and Chief complaint text + previous suicide attempt knowledge; Data3: SI with plan post intake (n=120) versus no SI with plan (n=200) and Chief complaint text only; Data4: SI with plan post intake (n=120) versus no SI with plan (n=200) and Chief complaint text + previous suicide attempt knowledge.

bPoor choice: Sample proportion of poor or contraindicated medications; Top 1/3/5: Sample proportion of the first 1/3/5 plans with optimal decisions.

cTreatment 1: referral for psychotherapy; Treatment 2: prescription of pharmacological treatment; Drugs 1: antidepressants; Drugs 2: anxiolytic/hypnotic. NR: not reported.

dMC: main character; OC: other character.

eGroup 1: APA members; Group 2: Primary care physicians; Group 3: Doctoral trainees in psychology; Group 4: Medical providers in Guam; Group 5: Clergy members in Guam.
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